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Overview — three problems in where UVEX can (hopefully) help

• The initial mass function in low-mass, low-metallicity galaxies 

• Star formation “laws” in the dwarf galaxy regime 

• The most quiescent dwarf galaxies



The initial mass function in low-
mass, low-metallicity galaxies

The picture on the right has nothing to do with 
the talk… it’s just that UVEX Safety Australia is 
the top hit when you google “UVEX” in Australia



The IMF: a quick background

• The IMF is arguably the most important distribution in astrophysics: 
• It is a key assumption whenever we turn observations of unresolved stellar 

populations into physical properties (mass, SFR, etc.) 
• It determines the energy balance of the ISM 
• It determines all of post-BBN chemical evolution 

• Major unsolved questions: 
• By what amount (if at all) does the IMF vary with the larger galactic 

environment? 
• If it does vary, what are the most important factors driving its variation?



The Milky Way: limited to no 
evidence for variation

Left: Solar neighbourhood IMF (Sollima+ 2019)

Right: star cluster IMFs (Bastian, Covey, & 
Meyer 2010)

2382 A. Sollima

Figure 2. CMD of the nearby sample. The adopted selection boxes
corresponding to the 20 mass bins (see the text) are shown.

coefficients ki. The difference between the distribution of observed
and synthetic stars in the CMD was quantified using the penalty
function

ξ = −
∑

j

ln ρj , (3)

where ρ j is the density of synthetic particles in the CMD at the
position of the jth star in the nearby sample:

ρj =
[(

(GBP − GRP )10 − (GBP − GRP )j
#BR

)2

+
(

G10 − Gj

#G

)2
]−1

.

Here, (GBP − GRP)j, g j, (GBP − GRP)10 and G10 are the colours
and magnitudes of the jth star in the nearby sample and of its tenth
nearest-neighbour synthetic particle, respectively, and #BR and #G

define the metric in the CMD. The best metric is the one maximizing
the entropy in the CMD so that #G/#BR = σ G/σ BR ∼ 2, where σ G

and σ BR are the standard deviations of magnitude and colour in the
nearby sample. Fig. 3 shows a comparison between the CMD and
G-band luminosity function of the nearby sample and those of the
best-fitting synthetic model.

Uncertainties were estimated through a Monte Carlo technique.
At each step, a synthetic CMD containing the same number of
stars as the nearby sample was simulated assuming the best-fitting
MF, metallicity distribution and binary fraction, and its MF was
estimated in the same fashion as for real data. The rms of the MFs
of 104 different simulations were adopted as the corresponding
uncertainties. This procedure takes into account the effect of Poisson
noise but does not include the effect of all the systematics (e.g.
uncertainties in isochrones, mass-ratio distribution of binaries,
spatial distribution, limiting magnitude, etc.).

3.2 Results

The best-fitting MFs for different adopted binary fractions and their
corresponding values of ξ are shown in the left panel of Fig. 4. It is
apparent that the slope of the MF in the mass range 0.25 < M/M⊙
< 1 is almost independent of the adopted binary fraction, being fit

well by a single power law with an index ranging from α = −1.38
to −1.16 for 10 < fb < 60 per cent, and a best-fitting value of α

= −1.34 ± 0.07 at fb = 25 per cent. At lower masses, the MF
significantly flattens and has a peak at M ∼ 0.15 M⊙ although its
shape depends very much on the adopted binary fraction.

The best-fitting binary fraction (fb = 25 per cent) is lower than that
measured by the long-baseline spectroscopic campaigns performed
in the past (∼ 50 per cent; Duquennoy & Mayor 1991; Moe & Di
Stefano 2017). Note, however, that the fraction of binaries estimated
here is quite uncertain (ϵfb ∼ 10 per cent) and refers to unresolved
binaries, while some of the wide binaries at small heliocentric
distances are resolved by Gaia and are therefore included in the
nearby sample as single stars. Moreover, the selection on astrometric
quality described in Section 2 can potentially exclude those binaries
for which the relative motion of their components alters the position
measured by Gaia, thus worsening the quality of the fit (see below).
The corresponding metallicity dispersion on the metal-rich side
turns out to be σ Fe, hi = 0.13 dex, in agreement with the result by
Mikolaitis et al. (2017).

To test the dependence of the measured MF from other assump-
tions made in the analysis, I repeated the above procedure: (i) using
the isochrones from the PARSEC data base (Bressan et al. 2012);
(ii) assuming a limiting magnitude of G < 15; and (iii) removing the
quality cut in the Gaia astrometric solution (see the right panel of
Fig. 4). The mean slope of the MF does not depend on the adopted
isochrones (αPARSEC = −1.51 ± 0.07), while some small-scale
differences are apparent due to differences in the mass–luminosity
relation of these two models. For example, the steepening at M <

0.5 M⊙, apparent when using MESA isochrones, is absent in the
MF calculated using PARSEC models, which are likely spurious.
Moreover, with this latter set of models, the MF at M < 0.15 M⊙
is almost flat and does not show any clear peak. It is also possible
to fit the MF calculated using the PARSEC isochrones in this mass
range with a lognormal function with central value log (M0/M⊙) =
1.06 and σ logM = 0.44, while this analytical representation provides
a poor fit at masses M < 0.2 M⊙ when MESA isochrones are used.
Table 1 lists the MFs in this regime derived using the two sets of
models mentioned above. No significant differences are noticeable
by either changing the adopted limiting magnitude or removing the
selection on astrometric quality, indicating that the completeness
at 15 < G < 18 is still high and that the fraction of artefacts is
small and homogeneously distributed in magnitude. However, it
is worth noting that when no selection cut on astrometric quality
is applied, the best fit is obtained with a fraction of binaries fb =
40 per cent, significantly higher than that obtained in the selected
sample, indicating that a sizeable fraction of binaries is rejected by
the quality cut. This explains the discrepancy between the fraction
of binaries estimated here and that of previous work in the literature.

Because all the stars of the solar neighbourhood in the subsolar
mass regime did not have enough time to evolve off the MS, and
because of the non-collisional nature of the Galactic disc, the above-
derived PDMF is representative of the IMF.

4 H I G H - M A S S R E G I M E

4.1 Method

At odds with the portion of CMD fainter than the turn-off point
(i.e. less massive than the oldest star that has exhausted hydrogen
at its centre), the bright part of the CMD is mainly populated by
those stars with ages smaller than their evolutionary time-scales
(see Section 1). In this situation, the PDMF differs from the IMF,
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Figure 4. Left panel: PDMF of the solar neighbourhood in the low-mass regime (M < 1 M⊙) for different assumptions of the binary fraction fb. The inset
shows the behaviour of the penalty function ξ as a function of fb. Right panel: comparison between the MF derived using different sets of isochrones, quality
cuts and limiting G magnitudes. The shaded area indicate the 1σ uncertainties. All the MFs are normalized to their values at 1 M⊙.

Table 1. PDMF of the solar neighbourhood in the subsolar
mass regime. The determinations using two different stellar
evolution models are listed. In both cases, the adopted magni-
tude interval is 7.5 < G < 18.

log M/M⊙ MESA PARSEC
fb = 25 per cent fb = 30 per cent
σ Fe, hi = 0.13 σ Fe, hi = 0.14

log ψ ϵlog ψ log ψ ϵlog ψ

−0.953 1.03 0.03 1.10 0.01
−0.811 1.22 0.01 1.08 0.02
−0.704 1.08 0.03 1.00 0.02
−0.619 0.86 0.05 0.91 0.03
−0.547 0.79 0.04 0.82 0.05
−0.486 0.62 0.04 0.71 0.03
−0.432 0.50 0.04 0.64 0.06
−0.385 0.42 0.05 0.57 0.06
−0.342 0.36 0.03 0.51 0.06
−0.302 0.26 0.06 0.43 0.06
−0.266 0.32 0.03 0.39 0.07
−0.233 0.26 0.04 0.33 0.06
−0.202 0.23 0.05 0.29 0.07
−0.174 0.25 0.04 0.31 0.05
−0.147 0.15 0.05 0.22 0.05
−0.121 0.08 0.05 0.15 0.06
−0.097 0.13 0.05 0.12 0.07
−0.074 0.08 0.08 0.02 0.05
−0.053 0.18 0.05 0.16 0.10
−0.032 0.08 0.18 0.08 0.11

that maximizes the log-likelihood

ln L = −N ln hZ − N ln
[

1 − exp
(

−Zmax

hZ

)]

+
N∑

i=1

ln
∫ ∞

−∞
exp

[
− (p − pi)2

2ϵ2
i

− |p−1 sin bi + Z⊙|
hZ

]
dp,

where Zmax = 390 pc and Z⊙ = 1.4 pc (see Section 2). Because
the bright magnitude cut at G = 7.5 removes most of the bright

stars at small heliocentric distances, altering the overall shape of
the distribution, I relaxed this criterion only for this task, thus
including all stars brighter than G < 18. Note that the (possible)
incompleteness at bright magnitudes affects only the brightest stars
in the youngest age bin at small distances, while the fit is driven by
the tails of the distribution. Therefore, this exception is not expected
to affect the final result. As expected, the best-fitting scaleheights
for the corresponding age bins increase with age (see Fig. 5).
For each age bin, synthetic particles were distributed at different
heights above the Galactic plane, according to the corresponding
distribution, and homogeneously along the direction parallel to the
Galactic plane over a volume twice as large as that defined for the
bright sample.

The metallicity distribution at different heights above the Galactic
plane was estimated by best-fitting the colour distribution of MS
stars (4.5 < MG < 6.5) selected from the Gaia catalogue in four
slices at different heights ⟨|Z|⟩ from 50 to 350 pc with a 100-
pc width. The absolute magnitudes and dereddened GBP − GRP

colours of these stars were calculated using equations (1) and (2).
A synthetic CMD of that portion of the CMD was simulated using
the technique described in Section 3.1 and the best-fitting binary
fraction fb = 25 per cent derived in the nearby sample (appropriated
for these low-mass stars). In each slice, the metallicity distribution
was modelled as an asymmetric Gaussian characterized by a mode
([Fe/H]peak) and two different standard deviations at the two sides of
the distribution (σ Fe, low and σ Fe, hi). The values of these parameters
that minimize the penalty function of equation (3) were chosen
as representative of the considered slice. At increasing heights
above the Galactic plane, the metallicity distribution appears to
shift toward the metal-poor range, becoming more symmetric and
having increasing dispersions at both sides (see Fig. 6). It is worth
noting that the derived metallicity variations are relatively small.
This is not surprising as the expected contamination from thick disc
stars is small: a comparison with the model of Robin et al. (2003)
suggests that only 3.3 per cent of the stars in the bright sample
should belong to the thick disc. The metallicity of each star was then
extracted by linearly interpolating through the defined distributions

MNRAS 489, 2377–2394 (2019)
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Evidence for variation in old,        
metal-rich stellar populations

Left: van Dokkum & Conroy (2010)

Right: Gu+ (2022)
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Figure 1 | Detection of the Na I doublet and the Wing–Ford band. a, Spectra
in the vicinity of the l 5 8,183, l 5 8,195 Na I doublet for three stars from the
IRTF library12: a K0 giant, which dominates the light of old stellar populations;
an M6 dwarf, the (small) contribution of which to the integrated light is
sensitive to the form of the IMF at low masses; and an M3 giant, which has
potentially contaminating TiO spectral features in this wavelength range.
b, Averaged Keck/LRIS spectra of NGC 4261, NGC 4374, NGC 4472 and
NGC 4649 in the Virgo cluster (black line) and NGC 4840, NGC 4926, IC 3976
and NGC 4889 in the Coma cluster (grey line). Four exposures of 180 s were
obtained for each galaxy. The one-dimensional spectra were extracted from the
reduced two-dimensional data by summing the central 40, which corresponds
to about 0.4 kpc at the distance of Virgo and about 1.8 kpc at the distance of
Coma. We found little or no dependence of the results on the choice of aperture.

Coloured lines show stellar population synthesis models for a dwarf-deficient
‘bottom-light’ IMF14, a dwarf-rich ‘bottom-heavy’ IMF with x 5 23, and an
even more dwarf-rich IMF. The models are for an age of 10 Gyr and were
smoothed to the average velocity dispersion of the galaxies. The x 5 23 IMF
fits the spectrum remarkably well. c, Spectra and models around the dwarf-
sensitive Na I doublet. A Kroupa IMF, which is appropriate for the Milky Way,
does not produce a sufficient number of low-mass stars to explain the strength
of the absorption. An IMF steeper than Salpeter appears to be needed.
d–f, Spectra and models near the l 5 9,916 Wing–Ford band. The observed
Wing–Ford band also favours an IMF that is more abundant in low-mass stars
than the Salpeter IMF. All spectra and models were normalized by fitting low-
order polynomials (excluding the feature of interest). The polynomials were
quadratic in a, b, d and e and linear in c and f.
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Figure 2 | Constraining the IMF. a, Various stellar IMFs, ranging from a
‘bottom-light’ IMF with strongly suppressed dwarf formation14 (light blue) to
an extremely ‘bottom-heavy’ IMF with a slope x 5 23.5. The IMFs are
normalized at 1M[, because stars of approximately one solar mass dominate
the light of elliptical galaxies. b, Comparison of predicted line Na I and Wing–
Ford indices with the observed values. The indices were defined to be analogous

to those in refs 4 and 8. The Na I index has central wavelength 0.8195mm and
side bands at 0.816mm and 0.825mm. The Wing–Ford index has central
wavelength 0.992mm and side bands at 0.985mm and 0.998mm. The central
bands and side bands are all 20 Å wide. Both observed line indices are much
stronger than expected for a Kroupa IMF. The best fits are obtained for IMFs
that are slightly steeper than Salpeter.
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FIG. 5.— The IMF mismatch parameter, ↵IMF, as a function of galaxy central velocity dispersion in this work (black) and previous studies based on SPS (CvD),
dynamical modeling (A3D), and strong lensing (Newman et al. 2017; Treu 2010).

(presented in Table 1, Table 2, and Figure 7) which uses the
best-fit M/L.

4.2. Central Properties of Massive Early-type Galaxies
The 41 early-type galaxies in our sample are among the

most massive galaxies in the local universe. These galaxies
have a mean central velocity dispersion of h�ci = 278±30km
s-1(Veale et al. 2017b), an average velocity dispersion within
Re of h�ei = 255± 28km s-1, and an average stellar mass of
hlog(M?/M�)i = 11.67±0.18.

We focus on the stellar population properties of individual
galaxies within Re/8 throughout this work. Table 1 lists the
stellar populations and stellar IMF within Re/8 through de-
tailed full spectral modeling. The error bars indicate the 16th
and 84th percentiles of the posterior distributions. Galax-
ies in our sample cover a relatively narrow velocity disper-
sion (h�i = 272 ± 32km s-1), stellar and dynamical mass
range. Here we list the mean values of the whole sample for
some properties that are not included in Table 1: h[C/Fe]i =
0.21±0.04, h[N/Fe]i = 0.17±0.09, h[Ca/Fe]i = 0.06±0.02,
h[Si/Fe]i = 0.13±0.05, h[Ti/Fe]i = 0.15±0.06. We also note
that the best-fit [Na/Fe] is super-solar for all galaxies, with an
average value of h[Na/Fe]i = 0.44±0.10. We estimate the to-
tal metallicity using the equation from Thomas et al. (2002):
[Z/H] = [Fe/H]+0.94⇥ [Mg/Fe]. The mean total metallicity
over our sample is h[Z/H]i = 0.38±0.04. Galaxies in our sam-
ple are dominated by the old stellar population with a mean
young fraction of only 0.28%.

In Figure 5 we present ↵IMF as a function of � directly mea-
sured from the extracted spectra within Re/8. We compare our
results with ↵ measurements from the recent literature using
different methods: ↵IMF of A3D galaxies within Re based on
the best-fitting JAM model and NFW halo as a function of of
central � (Re/8) (Cappellari et al. 2013b), central ↵IMF as a

function of central � (Re/8) of 38 galaxies in (Conroy & van
Dokkum 2012b) based on full spectral modeling, results of 56
ETGs based on joint analysis of lensing and dynamical mod-
eling (Treu 2010), and stellar M/L measured based on lensing
and an assumption of dark matter fraction from EAGLE simu-
lation in the SINFONI Nearby Elliptical Lens Locator Survey
(Newman et al. 2017). The reference IMF have been all con-
verted to Kroupa. A general trend that ↵IMF increases with
increasing � have been reported in Conroy & van Dokkum
(2012b), Cappellari et al. (2013b) and Treu (2010), and our
results are in good agreement with the trend.

Figure 6 shows the stellar population and IMF parameter
fits as a function of �. Error-bars indicate the 16th and 84th
percentiles and points indicate the median of the posterior dis-
tribution. Colors indicate the stellar mass. Since our sample
contains only the most massive galaxies and covers a limited
dynamic range, we complement our sample with low mass
galaxies from CvD (see § 2.2). Their results are shown as
green dots in Figure 6. There is an apparent offset in [Fe/H]
between our sample and CvD for galaxies in the regime of
overlap with � ⇠ 220 to 260km s-1 . The model used in this
work utilizes an updated stellar library (Villaume et al. 2017)
with wider metallicity coverage. Therefore the discrepancy
could be due to the difference in models. Moreover, since
[Fe/H] has a well-known gradient with radius, differences in
Re measurements could add to the apparent discrepancy.

In our sample, the average M/L in the r and g bands
are hM/Lri = 6.37 ± 1.41M�/L�, and hM/Lii = 4.35 ±
0.94M�/L�, respectively. We also calculate the ↵IMF mis-
match parameter to indicate how much the IMF of our best-
fit model deviates from our reference IMF. We take the
Kroupa IMF as our reference, and find an average ↵IMF of
h↵IMFi = h(M/L)/(ML)MWi = 1.84± 0.43. On average, the
massive galaxies in our sample have an IMF that is more
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Figure 8. Top panel: Characteristic stellar mass, Mch, as a function of
metallicity for a fixed cloud pressure P/kB = 104 K cm−3 at different
effective velocity dispersions σ v as shown in the legend. Bottom panel: Same
as the top panel but at a high pressure (P/kB = 108 K cm−3), typical of
starburst environments.

Figure 9. Characteristic stellar mass as a function of the critical density
(where Menc = MBE) at three different metallicities.

efficiencies of these grains from Cazaux & Spaans (2009, equations
6 and 7). fH2,d ≈ 0.34 denotes the fraction of energy released during
H2 formation on dust (Ed) that is available to heat the gas (Pantaleone
et al. 2021).

Fig. 10 shows the gas thermal balance at the critical location that
sets Mch, now in the presence of H2 formation heating. We firstly
see that heating due to 3-body H2 formation is always negligible.

On the other hand, heating due to H2 formation on dust becomes
important if the chemical composition is H I-dominated (typically
corresponding to low Z), and is zero otherwise. Cooling due to H2

quickly compensates the additional heating provided by H2 formation
without a substantial change in the gas temperature since H2 cooling
is exponentially sensitive to the gas temperature (Galli & Palla
1998; Glover & Abel 2008). This yields minimal variation in the
characteristic mass due to H2 formation heating, as we illustrate in
Fig. 11.

We can understand the lack of importance of H2 formation
heating as follows. The characteristic time-scale to convert a gas
that is mostly H I into one that is mostly H2 is tH2 ∼ 1/nHR′

H2,d,
where R′

H2,d = RH2,d/n
2
H is the rate coefficient in cm3 s−1, and

we have ignored heating due to 3-body H2 formation. We can
compare the time-scale for H2 formation to the time-scale for
collapse, which is tff ∼ 1/

√
GnHmH, and to the corresponding rate of

compressive heating, "c ∼ kBTg
√

GnH/mH (see equation 17). This
ratio is "H2,d/"c ∼ (Ed/kBTg)R′

H2,d

√
nH/(GmH), which is greater

than unity, i.e. H2 formation heating is significant compared to
compressive heating, only if nH > (GmH/R′2

H2,d)(kBTg/Ed)2, where
we have omitted factors of order unity for simplicity. On the other
hand, in order to be out of equilibrium we require tH2/tff > 1,
which is satisfied only if nH < GmH/R′2

H2,d. Adopting the rough
scaling R′

H2,d ≈ 7 × 10−15Z/Z⊙ (Cazaux & Spaans 2009), and for
Tg ≈ 100 K (expected if H2 is important), this numerically evaluates
to 4 × 10−6/(Z/Z⊙)2 < nH/cm3 < 2 × 10−3/(Z/Z⊙)2. We can im-
mediately see that this condition is only satisfied at very low Z for
typical values of n = ncrit we obtain, which is why H2 formation
heating does not play a significant role elsewhere.

4.2 Effects of cosmic rays

So far, we have ignored the effects of cosmic rays. While it is not yet
known if cosmic rays threaded primordial/metal-poor star-forming
clouds, we can use our models to study if they could have any any
effects on the characteristic stellar mass or the IMF (e.g. Fontanot
et al. 2018). Cosmic rays can impact our analysis in two major
ways: by providing excess heating to the gas, and by providing free
hydrogen atoms needed to form H2.

Heating due to cosmic rays at different densities, pressures, and
metallicities is highly uncertain, so we adopt an empirical approach
where we express cosmic ray heating normalized to that observed in
the Milky Way

"CR = qCR

µHmH
ζ , (34)

where

ζ = ζMW,CR
fCRP

PMW,CR
. (35)

Here, qCR = 6.5 eV, ζMW,CR = 3 × 10−16 s−1 is the cosmic ray pri-
mary ionization rate per H nucleus in the Milky Way (e.g. Indriolo
& McCall 2012), and the product of the two divided by µmH is
the cosmic ray heating rate in the Milky Way assuming that each
primary ionization yields 6.5 eV of heating. The remaining factor in
equation (35), fCRP/PMW,CR, represents our assumed scaling of the
cosmic ray heating rate with pressure: PMW,CR/kB ≈ 3500 K cm−3 is
the typical cosmic ray pressure in Milky Way star-forming molecular
clouds (e.g. Yusef-Zadeh, Law & Wardle 2002; Yusef-Zadeh, Wardle
& Roy 2007), while fCR is the ratio of cosmic ray to gas pressure
in a given ISM. We compute fCR from the semi-analytical models
of Crocker, Krumholz & Thompson (2021, fig. 8), who express it

MNRAS 509, 1959–1984 (2022)
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What about dwarf galaxy 
stellar populations?

• Theoretical models predict that the IMF 
should change in dwarfs — but different 
models predict different variations!

• Low Z → weaker cooling → higher mass 

stars (e.g., Sharda+ 2022, Bate 2023)

• Low pressure → less fragmentation → 

higher mass stars (e.g., Tanvir+ 2022)

• Low SFR → less mass available in each 

“clump” → deficit of massive stars (e.g., 
Weidner, Kroupa, & Bonnell 2010)


• Different effects cancel, same as usual 
IMF (e.g., Guszejnov+ 2022)


• Can we detect any of this in observations?

Sharda & 
Krumholz 2022



IMF studies in dwarfs from 
integrated light

• Difficult to use resolved stellar populations: 
even with HST sensitivity, statistics 
available beyond the Magellanic Clouds too 
poor (El-Badry+ 2017)


• But can (in principle) constrain upper part 
of IMF from integrated light

• Luminosity ratios in two bands constrain 

IMF for continuous star-formation

• Luminosity ratios in three bands 

constrain IMF and age simultaneously in 
a simple stellar population


• Problem for whole galaxy data: degenerate 
with stochasticity, SF history (Fumagalli+ 
2011, Weisz+ 2012, Eldridge 2012)
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Figure 1. Observed Hα and FUV luminosities in a sample of nearby galaxies (L09 red circles; B09 gray squares; M09 blue triangles). We also show (in green), ∼105

slug models for a Kroupa IMF with and without clusters (top and middle panel, respectively) and for the IGIMF (bottom panel). Analytic predictions for the Kroupa
IMF and IGIMF are superimposed (purple dashed and orange triple-dot dashed lines). White crosses mark the mean of the simulated distributions, while the cyan
crosses (top panel) are for a fc = 1 model with Mcl,min = 500 M⊙.
(A color version of this figure is available in the online journal.)

clustering responsible for a further increase in the luminosity
spread (compare the fc = 1 and fc = 0 models).

The width in the simulated distributions follows from the
treatment of mmax and clustering. For a universal IMF, mmax
can assume any value up to mmax,∗, regardless of the SFR. At

low SFRs, realizations that lack massive stars are frequent and
skew the distribution to low LHα and low LFUV. At the same time,
realizations with massive stars are still possible and some models
are distributed near or even above the theoretical expectation
for a fully sampled IMF. The narrower scatter found for the
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Figure 1. Observed Hα and FUV luminosities in a sample of nearby galaxies (L09 red circles; B09 gray squares; M09 blue triangles). We also show (in green), ∼105

slug models for a Kroupa IMF with and without clusters (top and middle panel, respectively) and for the IGIMF (bottom panel). Analytic predictions for the Kroupa
IMF and IGIMF are superimposed (purple dashed and orange triple-dot dashed lines). White crosses mark the mean of the simulated distributions, while the cyan
crosses (top panel) are for a fc = 1 model with Mcl,min = 500 M⊙.
(A color version of this figure is available in the online journal.)

clustering responsible for a further increase in the luminosity
spread (compare the fc = 1 and fc = 0 models).

The width in the simulated distributions follows from the
treatment of mmax and clustering. For a universal IMF, mmax
can assume any value up to mmax,∗, regardless of the SFR. At

low SFRs, realizations that lack massive stars are frequent and
skew the distribution to low LHα and low LFUV. At the same time,
realizations with massive stars are still possible and some models
are distributed near or even above the theoretical expectation
for a fully sampled IMF. The narrower scatter found for the
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Figure 4. Histograms of LHα/Mcl from SLUG models for a fully sampled IMF (red) and a model truncated at 30 M⊙ (blue) for LHα/Mcl plotted against clusters from
M83 whose masses were determined from SLUG models with a maximum stellar mass of 120 M⊙ (top) and SB99 models with a maximum stellar mass of 30 M⊙
(bottom). In all cases, clusters with only measured Hα upper limits are given the 3σ limit of 6.6 × 1035 erg s−1 as the luminosity value. The left panels only include
the single best-fit mass. The right panels take each solution with a χ2 < 1 and gives it equal weighting, which in practice creates 53629 and 545 distinct entries for
SLUG (top) and SB99 (bottom), respectively.
(A color version of this figure is available in the online journal.)

low Mcl clusters exists even when we only allow our cluster
masses to be measured using models with a maximum stellar
mass of 30 M⊙ (bottom). This tail in M83 is not very different
from that reported for NGC 4214 in Andrews et al. (2013). This
result is striking in that it disagrees with a simple M(max)∗–Mcl
relation reported for young star clusters in the Milky Way
(Weidner et al. 2010, 2013). We should note that the star for-
mation rates in NGC 4214 and M83 bracket that of the Milky
Way, thus the disagreement is real. Ways to reconcile the differ-
ent results may require investigating the consequences of using
different methods to measure the cluster masses, and a careful
analysis of what uncertainties each method carries; for a dis-
cussion of the problems with measuring cluster masses in the
Milky Way see Krumholz (2014).

In a M(max)∗–Mcl relation, the summation of the total
ionizing flux from the small clusters divided by the total cluster
mass should be much lower than the ionizing flux from a single
large cluster divided by its mass and as cluster mass decreases
there is a deviation from the ratio of ionizing photons to mass
expected by a universal IMF (Figure 6, dashed-dotted line).

Whereas in an universal IMF scenario this summed ratio would
be consistent with that of a single large cluster. Of course a
universal IMF predicts as a whole clusters !500 M⊙ will mostly
produce low Hα luminosities. In fact, Villaverde et al. (2010)
estimates that only 20% of 100 M⊙ clusters will have stars large
enough to create an H ii region. There will be some low-mass
clusters that do produce a large ionizing continuum from the
odd star well over 20 M⊙ (case in point, Figure 5), so the effects
can be averaged out if the sample size is large enough. We have
therefore minimized both the observational uncertainties and
the stochastic effects by summing the LHα and masses of all of
the small clusters into one data point.

The data have been combined into three mass bins (see the
three shaded regions in Figure 6), each with a mean mass of
9.8 × 102 M⊙, 1.8 × 103 M⊙, and 2.8 × 104 M⊙. The error bars
have been calculated by adding in quadrature the individual mass
and luminosity uncertainties of each cluster fit. The expected
average LHα/Mcl from a solar metallicity SB99 model that is
fully populated up to 120 M⊙ has also been plotted in Figure 6.
The top dashed line is for the average model between 1–3 Myr,
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IMF studies in SSPs

• Can avoid SF history degeneracy using 
SSPs — analogous to IMF studies in young 
clusters with resolved stars


• Basic observable: ratio of luminosity in 
bluer bands (ionising, FUV — tracing upper 
IMF) to luminosity / colours in redder bands 
(tracing lower mass stellar population)


• Need good statistics to beat stochasticity


• Studies to date find no evidence for IMF 
variation in dwarfs, but limited by uncertain 
ages and masses in red bands


• Can’t do this with GALEX due to insufficient 
resolution — UVEX would help a lot

Observed  
Normal IMF 
Truncated IMF

Andrews+ 2013



Star formation “laws” in the 
dwarf galaxy regime

I’m just going to keep showing pictures of 
industrial safety equipment from UVEX here…



The (relatively) simple molecular  
Kennicutt-Schmidt relation

Left: Hu+ 2022

Right: Sun+ 2023

6 Sun et al.

Figure 2. Similar to Figure 1, but here showing the molecular Elmegreen–Silk relation (mES relation; left panel) and

normalized histograms of the star formation e�ciency per orbital time, ✏orb = (⌃SFR/⌃mol) torb (right panel). The thin dotted

lines in the left panel mark linear relations with constant ✏orb of 1%, 10%, and 100% (bottom-right to top-left). Note that data

below the ⌃mol threshold shown in Figure 1 are also excluded in the power law fit for the mES (and all other) relations.

Figure 3. Similar to Figure 1, but here showing the free-fall time regulated SF relation (FFTR relation; left panel) and

normalized histograms of the star formation e�ciency per free-fall time, ✏↵ = (⌃SFR/⌃mol) t̄↵ (right panel). The thin dotted

lines in the left panel mark linear relations with constant ✏↵ of 0.1%, 1%, and 10% (bottom-right to top-left).

1436 Z. Hu et al . 

Figure 5. 2D histogram plot of g  versus log ( ! gas ). The values are determined 
from the unsmeared contours after all selections, and the colour shows the 
number of contours in the bin. 

Figure 6. Distributions of log ϵff,sph (top panel) and log ϵff, g  (bottom panel) 
as a function of log ! gas . For each cloud, the coloured line and grey band show 
the 50th percentile and 16–84th percentile range of ϵff in a bin of log ! gas . 
The black dashed lines show the median values ⟨ ϵff,sph ⟩ and ⟨ ϵff, g  ⟩ o v er all 
clouds. 

Table 1. Estimates of ⟨ ϵff ⟩ and σ for individual clouds, using both the 
spherical assumption (values with subscript ‘sph’) and the Gini model 
equation (2) (values with subscript ‘ g  ’); $σ = σ sph − σ g  . The column 
log ! gas reports the (min, max) contour average surface density measured 
for each cloud. Finally, the last three rows list the median, mean, and standard 
deviation (STD) values of the corresponding columns. 
Cloud log ⟨ ϵff,sph ⟩ log ⟨ ϵff, g  ⟩ σ sph σ g  $σ log ! gas 

(dex) (dex) (dex) (M ⊙ pc − 2 ) 
Ophiuchus − 1 .45 − 1 .59 0.18 0.13 0 .05 (2.05, 2.79) 
Persus − 1 .76 − 1 .97 0.28 0.31 − 0 .03 (1.85, 2.67) 
Orion-A − 2 .12 − 2 .29 0.13 0.15 − 0 .02 (2.24, 3.00) 
Orion-B − 1 .86 − 2 .03 0.19 0.16 0 .03 (2.10, 2.64) 
Aquila-N − 1 .79 − 2 .03 0.31 0.23 0 .08 (2.02, 2.56) 
Aquila-S − 1 .69 − 1 .84 0.18 0.11 0 .07 (1.92, 2.78) 
NGC 2264 − 1 .84 − 2 .18 0.04 0.05 − 0 .01 (1.97, 2.77) 
S140 − 1 .62 − 1 .78 0.04 0.03 0 .01 (1.95, 2.36) 
AFGL 490 − 1 .45 − 1 .56 0.01 0.00 0 .01 (2.14, 2.32) 
Cep OB3 − 1 .76 − 1 .82 0.13 0.11 0 .02 (1.92, 2.41) 
Mon R2 − 1 .69 − 1 .97 0.06 0.09 − 0 .03 (1.77, 2.48) 
Cygnus-X − 1 .63 − 1 .67 0.41 0.40 0 .01 (1.90, 2.78) 
Median − 1 .73 − 1 .90 0.16 0.12 0 .01 –
Mean − 1 .72 − 1 .89 0.16 0.15 0 .02 –
STD 0 .18 0 .22 – – – –

dispersion σ as 
σ = ∫ log ! gas , max 

log ! gas , min ( log ϵff, 84 − log ϵff, 16 ) d( log ! gas ) 
2( log ! gas , max − log ! gas , min ) , (6) 

where, we again e v aluate numerically as a finite sum o v er our bins 
of ! gas . In terms of Fig. 6 , σ is simply half of the mean width of the 
grey band that surrounds each of the coloured lines. 

We report the ⟨ ϵff ⟩ and σ values we measure using the spherical 
assumption (denoted by subscript sph) and with equation (2) (sub- 
script g  ) for all 12 clouds in Table 1 . After applying our model, 
the median value of log ⟨ ϵff ⟩ decreases from log ⟨ ϵff,sph ⟩ = − 1.73 to 
log ⟨ ϵff,sph ⟩ = − 1.90. This is consistent with the prediction in H21 that 
use of the spherical assumption leads to a ∼0.13 dex overestimation 
of ϵff . We also measure the difference in dispersion $σ = σ sph −
σ g  derived using the spherical assumption versus using equation (2) 
for each cloud. We find that eight of the 12 studied clouds yield 
positive $σ , corresponding to a reduction in the dispersion; the 
mean reduction is $σ mean = 0.02 dex. This demonstrates that our 
model does decrease the dispersion, but less than the ∼0.15 dex found 
when testing the method on simulated data in H21 . This is likely due 
to the difference between the simulated data and observations. H21 
calibrate their method based on simulations from Cunningham et al. 
( 2018 ) that use periodic boundary conditions, so the column-density 
maps used in the calibration are from infinitely large self-similar 
clouds. The observed clouds, ho we ver, are from of finite size, so, 
for e xample, the y can contain large-scale density gradients that are 
absent in periodic boxes. This suggests that we might obtain an 
impro v ed v ersion of equation (2) by analysing a zoom-in galactic 
simulation. 

For all 12 clouds, we determine the STDs of both types of ⟨ ϵff ⟩ 
values: STD sph = 0.18, and STD g  = 0.22. There is a slight increase 
after applying the H21 model, the reason for which might be that 
there are real physical differences between clouds that we have 
unco v ered by not adopting the uniform spherical assumption. Given 
the relatively small $σ median we obtain, it is also interesting to ask 
whether we could forgo individualized corrections altogether, and 
simply adopt the median value g  = 0.24 for all contours. Doing 

MNRAS 511, 1431–1438 (2022) 
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The horribly complicated total gas 
Kennicutt-Schmidt relation Krumholz 2014 compilation



Phenomenological summary

• Molecular gas forms stars at ~1% / tff; this yields a tight molecular KS relation 

• The total gas KS relation is similarly tight at high Σ, where gas is mostly H2, but: 
• There is a sharp transition to longer depletion time and lower H2 fraction once 
Σ drops below some value 

• The value of Σ at which this transition occurs is not the same in all galaxies 
• In the low-Σ regime, there is huge scatter in SFR at fixed Σ — other 

parameters clearly matter more than they do at high Σ 

• Questions: (1) what causes the transition in regimes? (2) what parameters 
control the SF rate in the low-Σ regime?



Model 1: metallicity and thermodynamics

• Gas temperature controlled by photo-electric and cosmic ray heating: 
; for unshielded ISM, 


• Gas cold enough to collapse in shielded regions where 


• Chemical phase correlates with shielding: H2 forms only in places 
where FUV photons are blocked by extinction → explains tight 
molecular KS relation

Γ = ΓPE + ΓCR ΓPE ≈ 20 × ΓCR

ΓPE ≈ 0

172 notes on star formation

while if the second, cosmic ray term dominates, we have

T ⇡ 91 K
4.0 � ln z 0/Z0

d + ln nH,2
. (10.20)

The transition between the two regimes occurs when td ⇠ 3.
In the cosmic ray-dominated regime, for z 0/Z0

d = 1 we get T = 23
K. Thus the gas can cool down to almost as low a temperature as
we would get in a CO-dominated region (which will be closer to 10
K). On the other hand, if the cosmic ray heating rate is negligible
compared to the FUV heating rate, and the optical depth is small,
will have a temperature that is an order of magnitude higher than
what we normally expect in molecular clouds. The corresponding
Jeans mass,

MJ = rl3
J = r

✓
pc2

s
Gr

◆3/2

= 4.8 ⇥ 103 M�n�1/2
H,2 T3/2

2 (10.21)

where T2 = T/100 K, will differ between the two cases by a factor
of ⇠ (91/23)1.5 ⇡ 8. Thus the presence of a high optical depth
that suppresses FUV heating lowers the mass that can be supported
against collapse by roughly an order of magnitude (or possibly more,
if the local FUV radiation field is more intense than in the Solar
neighborhood, as we would expect closer to a galactic center).

Figure 10.4: Density-temperature distri-
butions measured in simulations with
different treatments of ISM thermody-
namics and chemistry. All simulations
use identical initial conditions, but vary
in how the gas heating and cooling
rates are calculated. The top panel
ignores dust shielding, but includes
full chemistry and heating and cooling.
The bottom panel includes all chemistry
and cooling. The middle three panels
turn off, respectively, H2 formation, CO
formation, and CO cooling. The tail
of material proceeding to high density
in some simulations is indicative of
star formation. Credit: Glover & Clark,
2012, MNRAS, 421, 9, reproduced by
permission of Oxford University Press
on behalf of the RAS.

The central ansatz in bottom-up models is that this dramatic
change in Jeans mass has important implications for the regulation
of star formation: in regions where the temperature is warm, the
gas will be too thermally supported to collapse to form stars, while
in regions where it gets cold star formation will proceed efficiently.
There is some evidence for this from simulations (Figure 10.4).

So what does all of this have to do with H2? To answer that, recall
that the transition to H2 also depends critically upon shielding. We
saw in Section 3.1.1 that the shielding column of atomic hydrogen
that has to be present before a transition to H2 occurs is

NH =
c fdissE⇤

0
nR ⇡ 7.5 ⇥ 1020cFUVn�1

H,2(Z0
d)

�1 cm�2, (10.22)

or, in terms of mass surface density,

S = NHµmH = 8.4cFUVn�1
H,2(Z0

d)
�1 M� pc�2. (10.23)

It is even more illuminating to write this in terms of the dust
optical depth td. For FUV photons, the dust cross section per H
nucleus is sd ⇡ 10�21Z0

d cm�2, and so the dust optical depth one
expects for the typical H i shielding column is

td = NHsd = 7.5cFUVn�1
H,2 (10.24)

Glover & Clark 2011Krumholz+ 2011



Explaining the total gas 
KS relation

• If shielding is key physics, this naturally 
explains sharp transition in KS relation with 
Σ — transition corresponds to where mean 
optical depth ~ 1


• This also explains why the transition varies 
from galaxy to galaxy, and why there is a 
large scatter: different galaxies have 
different dust to gas ratios


• Strong prediction of these models that is 
confirmed by observations: transition from 
HI to H2-dominated ISM at a metallicity-
dependent surface density 
Σtrans ≈ 10(Z/Z⊙)−1 M⊙ pc−2

8 Krumholz

Figure 3. Comparison between the model and the observations of Bigiel et al. (2010). Solid lines show the model described in this
paper computed with metallicities of logZ′ = 0.5, −0.25, and −1.0, as indicated. Solid lines are computed for a star and dark matter
density ρsd = 0.1 M⊙ pc−3, dashed lines for ρsd = 0.1 M⊙ pc−3, and dot-dashed lines for the minimum possible value of ρsd, given
by equation (35). The background colors indicate the density of observed data points in the (Σ, Σ̇∗) as measured for nearby galaxies
by Bigiel et al. (2008) and Bigiel et al. (2010), normalized so that the pixel with the highest density of points has a value of unity, and
with each galaxy in the outer disk region given equal weight. Blue points show the portions of galaxies within R25, while red shows the
portions outside R25. Black points with error bars show the median value and scatter in bins of Σ in the outer region. These points are
computed by properly accounting for observational errors that produce negative values of Σ̇∗. These negative values are masked in the
logarithmic plot, which is why the red points taper off at low Σ̇∗. In this range, the black points, which include a correct treatment of
errors, should be taken as definitive. See Bigiel et al. (2010) for details.

To compare the KMT+ model to these data, I evalu-
ate the star formation rate predicted by the KMT+ model
over the same metallicity range, using a clumping factor
fc = 5, following Krumholz, McKee & Tumlinson (2009b),
because the data are measured at ∼ 1 kpc scales. Unfor-
tunately values of ρsd are not available for most of these
galaxies, so one must adopt a reasonable range for the com-
parison. Inner galaxies may have ρsd as high as ∼ 1 M⊙

pc−3, while the Solar neighborhood has ρsd ∼ 0.01 M⊙ pc−3

(Holmberg & Flynn 2000). Less is known about how ρsd falls
off in far outer galaxies, but we can obtain an absolute lower
limit by considering a galaxy with no stars at all in its outer
regions, only dark matter. For a flat rotation curve of speed
V produced only by dark matter, ρsd = (V/R)2/(4πG),
where R is the galactocentric radius. The Toomre Q pa-
rameter for the gas is

Qg =

√
2(V/R)σg

πGΣ
, (34)

so for a star-free galaxy we have

ρsd !
πGQ2

gΣ
2

8σ2
g

= 2.6× 10−5Q2
gΣ

2
0 M⊙ pc−3 (35)

where in the numerical evaluation I have used σg = 8 km
s−1. Elmegreen (2011) shows that disks with Q < 2 − 3
will be strongly unstable, and for a star-free disk Qg = Q;
the stability threshold differs from the canonical value Q =
1 because gas, unlike stars, is dissipational and therefore
capable of becoming unstable on arbitrarily small scales.
Thus one may obtain a reasonable lower limit on ρsd by
using Qg = 2 in the above question.

In Figure 3, I show the KMT+ model overplotted on the
observations. Krumholz, McKee & Tumlinson (2009b) have
already shown that the KMT model does an excellent job
of reproducing the inner galaxy data, and Figure 3 shows
that the KMT+ model presented here does an excellent job
of reproducing the full data set. The original KMT model
correctly captured the turn-down in SFR at gas surface den-
sities of ∼ 3− 10 M⊙ pc−2, and the new version also recov-
ers the flattening of Σ̇∗ versus Σ below the turn-down. The
model also explains why the observed scatter in SFR at fixed

c⃝ 0000 RAS, MNRAS 000, 000–000

massive galaxies, which inadvertently remain below the Milky
Way metallicity. The second approach remedies this limitation
by rescaling the strong line metallicities onto the MZR by
Andrews & Martini (2013) and thus achieves a realistic
dynamic range for global metallicities, but neglects genuine
metallicity gradients. The latter approach also accounts for
metallicity gradients that, at least for massive spirals, are

significant (α(Z′)≈−0.2K−0.6 dex R25
1- ). However, as

described in Section 2.4 and listed in Table 1, measurements
of metallicity gradients are only available for a subset (27/70)
of our galaxies, so that we have to rely on estimates of the
gradients for the remaining galaxies. We are rewarded by an
increased and more realistic dynamic range for metallicities of
individual LOS that, in particular, is important for the inner

Figure 3. H I saturation as a function of total gas mass surface density (left) and metallicity (right). We vary the metallicity measurements—defining into which
metallicity bin a line of sight falls—between global metallicities as compiled from the literature (top), those after strong line metallicities are rescaled to match SDSS
direct temperature metallicities (middle), and those where, in addition, metallicity gradients are applied (bottom). Error bars show uncertainties due to sample variance
and uncertainty in the metallicities and their gradients.
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ΣSFR, with coefficient consistent with theory and numerical
simulations. A compendium of observational results based
on∼kiloparsec patches from Leroy et al. (2008), Herrera-
Camus et al. (2017), Sun et al. (2020a), and Barrera-
Ballesteros et al. (2021) is shown in Figure 15. For all of
these works, PDE is computed as in Equation (7); readers are
referred to the original publications for details on the
assumptions made in obtaining the estimates of Σgas, ρsd,
σeff, and ΣSFR from the observables. Overall, the different
surveys show quite similar results, although there do appear to
be some systematic differences.

From Equation (13), the theoretical prediction is that the
mean SFR per unit area in the disk will be related to the
dynamical equilibrium midplane pressure (Equation (7)) via the
total feedback yield ϒtot; this may be written in commonly

adopted units as

[ ]
[ ]

( )S
= ´

¡- -
-

-

-
:M

P k
pc Myr

2.07 10
cm K

km s
. 28BSFR

2 1
4 DE

3

tot
1

The theoretical expectation (see Section 2.2) is that
ϒtot∼ 1000 km s−1 from a combination of thermal, turbulent
kinetic, and magnetic contributions for solar neighborhood
conditions, decreasing a few tens of percent in inner disks
where shielding of radiation reduces the thermal pressure
contribution. In Figure 15 we show Equation (28) with
ϒtot= 200, 1000, 5000 km s−1; evidently, ϒtot= 1000 km s−1

Figure 13. ΣSFR (40 Myr average) as a function of measured total midplane pressure Ptot,2p, measured ISM weight/ p2 , and estimated weight PDE. Individual points
from 1 Myr intervals as well as median values and 25th and 75th percentiles from the sampling intervals are also shown for each model. Solid lines show best-fit
power laws and dotted and dashed lines show the results from KOK13 (see text).

Figure 14. Total pressure Ptot ≡ Pth + Pturb + Πmag versus hydrogen density nH
in the two-phase gas for all models. Midplane-averaged values at intervals of
1 Myr are shown with individual small circles, together with medians and 25th
and 75th percentiles from the sampling intervals shown as large points. The best-
fit power-law with slope 1.43 is shown as a dashed line. Dotted lines indicate
isotherms of ( ) ( )s= = ´ -T P n k 1.7 10 K 10 km sBeff tot,2p H,2p

4
eff,2p

1 2.

Figure 15. ΣSFR as a function of estimated weight PDE, comparing the
TIGRESS numerical results (Equation (26c), solid, as shown in Figure 13) to
observations from several recent surveys of galaxies resolved at ∼kiloparsec
scale. Observational results shown are from Leroy et al. (2008), Herrera-Camus
et al. (2017), Sun et al. (2020a), and Barrera-Ballesteros et al. (2021). The
previous numerical result from KOK13, Equation (27) is also shown (dashed).
Also overlaid for reference is Equation (28) with constant ϒtot = 200, 1000,
5000 km s−1 (light gray lines, top to bottom).
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Model 2: stellar gravity 
and pressure

• Basic hypothesis: SF drives turbulence in 
ISM, and SFR equilibrates to value such 
that turbulent ram pressure ≈ weight of ISM


• Predicts that SFR scales with gas pressure 
rather than surface density; non-linearity 
explained as variation in feedback 
efficiency with gas density


• In inner spirals, strength of stellar gravity 
roughly constant → close to linear KS 
relationship


• In outer spirals and dwarfs, large scale 
heights → weak stellar gravity, low-Σ 
regime; scatter is from range of stellar scale 
heights and surface densities

Ostriker & Kim (2022)



How can UVEX help?

• Difficult to disentangle models now because data in dwarf regime are limited 
and stellar gravity and metallicity are correlated — 
• Do spirals have higher ΣSFR than dwarfs at fixed Σgas because they are more 

metal rich, or because they have stronger stellar gravity? 

• Breaking the degeneracy requires a large dwarf galaxy sample covering a 
range of metallicity and stellar properties, in order to tease apart separate 
dependences on the two parameters 

• At present this has been done for the HI - H2 transition using a sample of 
BCDs (Fumagalli+ 2010), but it is difficult to measure meaningful SFRs for 
these — need a bigger but less extreme sample 



The most quiescent dwarf 
galaxies

Apparently they make boots too…



some ways more extreme than even these objects. Figure 6
shows the global properties of AGC 229101 compared with the
corresponding properties of the ALFALFA H I-selected
population, as measured by Huang et al. (2012). (We choose
to use this comparison sample because it represents the most

carefully measured estimates of ALFALFA stellar masses to
date—see Section 3.2.3.) The left panel shows a plot of H I
mass versus estimated stellar mass. AGC 229101 is marked
with a star that lies far from the median relation, demonstrating
the extreme gas-rich nature of AGC 229101 compared with

Figure 5. Left: Shown here are galaxies within a projected angular separation of ∼0°. 5 (∼1 Mpc at a distance of 105.9 Mpc), and a recession velocity within
500 km s−1, of AGC 229101ʼs position and velocity. Some of these objects may be possible tidal companions to AGC 229101. The size of each symbol scales with
the z-band magnitude of each source, and colors indicate measured recessional velocities as shown in the color bar. Sources with detected H I are marked with
diamonds and sources without an H I detection are marked with circles. AGC 229101 is plotted with its H I contours at the center of the figure. The region depicted in
Figure 1 is indicated with a dashed–dotted line, and the regions depicted in the right-hand panels are depicted with dashed lines. Right Top: pODI image of IC 3171
and surrounding galaxies to the southwest of AGC 229101. The location of AGC 229101 is indicated by its H I contours in the upper left corner of the figure. Right
Bottom: pODI image of IC 3185 with WSRT contours overlaid in light blue, and SDSS image of IC 3203 with WSRT contours overlaid in blue. Note that IC 3203 is
outside the FWHM of the WSRT primary beam, but is still bright enough to be detected. WSRT contours for both images range from 1 to 32 × 1019atoms cm−2 in
powers of 2, and have been primary beam corrected.

Figure 6. AGC 229101 compared with ALFALFA galaxies from Huang et al. (2012). Contours represent ALFALFA sources as measured by Huang et al. (2012) in
10% intervals from 10% to 90%, with outliers shown by gray dots. Left: H I-mass—stellar mass relation for ALFALFA sources, with stellar masses derived from SED
fitting best suited to nearby, gas-rich galaxies, as described in Huang et al. (2012). The median relation is shown in black, and typical uncertainties are shown by a
black cross in the lower right corner. AGC 229101 is shown as a filled star symbol far off the relation. Note that the stellar mass for AGC 229101 plotted here is the
stellar mass derived by matching to the Huang et al. (2012) masses, as discussed in Section 3.2.3. Further note that only including gas in the northern component of
AGC 229101 reduces the H I mass by 0.3 dex, but still is extreme compared with extrapolation of the median ALFALFA sample. Center: H I-mass vs. g–r color for
ALFALFA galaxies, compared with AGC 229101. The two measured colors (for two different apertures; see Section 3.2.2) are shown as filled and unfilled symbols
and plotted with error bars, which overlap. Right: H I-mass vs. H I line width measured at the 50% flux level. The upward pointing triangle represents the northern H I
peak, and the downward pointing triangle the southern H I peak. The line width for A229101—the entire source and the individual peaks—is very narrow relative to
the ALFALFA sample.
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Ultra-gas-dominated galaxies

• Blind HI surveys have turned up a 
population of extremely gas-dominated 
galaxies — most extreme examples have 
Mgas / Mstar > 100


• Likely a heterogenous class — some are 
baryon-dominated and likely tidal in origin, 
some appear to be dark matter dominated 
(e.g. FAST J0139+4328, Xu+ 2023)


• Implied depletion times are very long

• For non-tidal galaxies, age ~10 Gyr and 

Mgas / Mstar > 100 → tdep ≳ 1000 Gyr!

• For tidal galaxies, distances imply ages > 

1 Gyr, so Mgas / Mstar > 100 requires tdep ≳ 
100 Gyr!

M gas
/M *

=
1

M gas
/M *

=
10

M gas
/M *

=
10

0

M gas
/M *

=
10

00

Leisman+ 2021



Star formation in ultra-gas-dominated galaxies (UGDGs?)

• What is inhibiting star formation and keeping depletion times long? 

• Peak surface densities ≈ 5 M⊙ pc–2 — lowish, but only a factor of ~few lower 
than Solar neighborhood, not optically thin to ionising radiation, and high 
enough gas should be able to cool and become unstable 

• Hard to explain w/SNe or O stars — implied depletion time means SN rate or 
massive star formation rate / area is ≲ 1% of Solar neighborhood value 

• Seems like an ideal system in which to test models for how SF is regulated



Why UVEX? SFRs and 
burstiness in UGDGs

• SFRs in these systems (≲ 10−3 M⊙ yr−1) are 
essentially unmeasurable from 
recombination lines due to stochasticity


• FUV does much better due to longer 
lifetimes of stars that produce it, ~30 Myr 
rather than ~3 Myr


• Conversely, statistical distribution of 
recombination to FUV luminosities 
constrains degree of burstiness in SF 
history — bursty history → big scatter


• Knowing true SFRs and degree of 
burstiness very useful for constraining star 
formation models

6 da Silva et al.
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Figure 3. (left) PDFs of the SFIs vs. intrinsic SFR arising just from stochastic effects (presented as fraction of the maximum value in each intrinsic SFR
bin). The dashed line represents the point-mass approximation. The hard cutoff at log SFR = −8 + log 2[M⊙yr−1] is the smallest SFR that can produce
any clusters with a mass of 20 M⊙, the minimum cluster mass we allow. The horizontal stripe for SFRFUV at -18 corresponds to the lower limit of FUV
luminosity given by the SLUG models. (right) Zoomed in version of plots in left column.

not deal with a specific problem, the flat prior does offer an inter-
esting second choice to highlight the sensitivity of results to the
applied prior. It also offers the benefit that it is perhaps easier to
visualize how our results would scale when changing prior, since
the term p1(log SFR) is in this case a constant.

Once a prior has been chosen, we are at last in a position to
derive the final PDF of log SFR given a set of observations. We
can think of a given set of observational data as describing a PDF
p(L | data) of luminosities in one or more bands; the simplest case
would be an observation of a single tracer which produces a central

c⃝ xxxx RAS, MNRAS 000, 1–13
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Figure 3. (left) PDFs of the SFIs vs. intrinsic SFR arising just from stochastic effects (presented as fraction of the maximum value in each intrinsic SFR
bin). The dashed line represents the point-mass approximation. The hard cutoff at log SFR = −8 + log 2[M⊙yr−1] is the smallest SFR that can produce
any clusters with a mass of 20 M⊙, the minimum cluster mass we allow. The horizontal stripe for SFRFUV at -18 corresponds to the lower limit of FUV
luminosity given by the SLUG models. (right) Zoomed in version of plots in left column.

not deal with a specific problem, the flat prior does offer an inter-
esting second choice to highlight the sensitivity of results to the
applied prior. It also offers the benefit that it is perhaps easier to
visualize how our results would scale when changing prior, since
the term p1(log SFR) is in this case a constant.

Once a prior has been chosen, we are at last in a position to
derive the final PDF of log SFR given a set of observations. We
can think of a given set of observational data as describing a PDF
p(L | data) of luminosities in one or more bands; the simplest case
would be an observation of a single tracer which produces a central

c⃝ xxxx RAS, MNRAS 000, 1–13
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Final thoughts

There is also a completely separate German 
company called UVEX Equestrian that makes 
horse riding gear…



Why the UV is powerful for 
studying star formation

• UV is powerful because it represents a 
compromise between ionizing and optical:

• Ionizing sensitive to the most massive 

stars, so very sharp mass / age 
discrimination, but also very stochastic


• Optical bands sensitive to a much 
broader range of stellar masses, so much 
less stochastic but also much less sharp 
discrimination


• In low SFR systems, stochasticity becomes 
a real liability for ionization-based tracers, 
so FUV is a good choice


• These systems are also the places where 
our SF models have been tested the least


